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Abstract

Whereas product-oriented worked examples only present a problem solution, process-oriented worked examples additionally explain the rationale behind the presented solution. Given the importance of understanding this rationale for attaining transfer, process-oriented worked examples would be expected to result in more efficient transfer. However, a previous study in the domain of electrical circuits troubleshooting suggested an expertise reversal effect: Process information might initially impose an effective cognitive load and lead to higher efficiency but may become redundant and impose an ineffective load when training progresses, which hampers efficiency. The present study confirmed this hypothesis. The results are discussed in terms of theoretical and practical implications for the design of optimal training sequences for complex cognitive tasks.
Effects of Studying Sequences of Process-Oriented and Product-Oriented Worked Examples on Troubleshooting Transfer Efficiency

A large body of research has demonstrated that for novices, engaging in problem solving is not an effective way to acquire problem-solving skill. Studying worked examples in the initial phases of cognitive skill acquisition is more effective than solving problems. This consistent finding is referred to as the “worked example effect” (for overviews, see Atkinson, Derry, Renkl, & Wortham, 2000; Sweller, Van Merriënboer, & Paas, 1998). Cognitive load theory (Sweller, 1988; Sweller et al., 1998; Van Merriënboer & Sweller, 2005) explains the worked example effect in terms of reduced extraneous, or ineffective working memory load, which allows for better schema construction and automation.

Cognitive Load Theory and Learning from Worked Examples

The central tenet of cognitive load theory is that in order to be effective for schema construction and automation, instruction should be designed in a way that takes into account the structures that constitute human cognitive architecture. Working memory (WM) capacity is considered limited to seven plus or minus two elements or chunks of information (Miller, 1956) when merely holding, and even less when processing new information elements (Cowan, 2001). Complex tasks contain a high number of interactive information elements. When learning complex tasks, these elements are new, and because they are interactive have to be processed simultaneously in WM for learning to commence (Chandler & Sweller, 1991). Consequently, such tasks will impose a high WM load. This cognitive load imposed by the interactive elements a task contains is called intrinsic cognitive load (Sweller et al., 1998). Intrinsic cognitive load is influenced by the prior knowledge of the learner, in such a way that when learning progresses, information elements are combined into schemata that can be treated as one element in WM. Hence, the higher the prior knowledge of a learner, the lower the intrinsic load a task imposes.
Troubleshooting tasks are an example of complex tasks that impose a high intrinsic cognitive load on novice learners. Information on circuit type (parallel, series, mixed), components (function, relation to other components), physics laws (Ohm’s law, Kirchoff’s laws), and measurements taken on the system have to be processed in WM simultaneously in order to be able to diagnose the fault/s in the circuit (see for a more elaborate discussion Van Gog, Paas, & Van Merriënboer, 2006). Next to the process of schema acquisition, the process of schema automation (Schneider & Shiffrin, 1977) further reduces cognitive load by allowing learners to bypass the limited capacity WM. By using automated schemas, learners have to invest less mental effort to reach an optimum level of performance (i.e., the relationship between effort and performance weakens with practice; Paas & Van Merriënboer, 1993; Yeo & Neal, 2004).

In addition to intrinsic cognitive load, there is load imposed by cognitive processes induced through the design of instruction. This type of cognitive load is called extraneous when it is ineffective for learning and germane when it is effective for learning. According to Sweller et al. (1998), learning can take place through solving problems with weak strategies such as means-ends analysis that novice learners often employ, but this will be a slow and sub-optimal process. Although means-ends analysis is effective for obtaining solutions to problems, it imposes a relatively high extraneous load and consequently reduces the cognitive resources available for learning (i.e., schema acquisition and automation). Particularly, under conditions of high intrinsic load, the use of these strategies can easily overload WM, which does not foster learning.

Studying worked examples reduces the extraneous load, because learners do not have to devote cognitive resources to weak problem-solving strategies; instead they can invest all available resources in studying the solution and constructing and automating a cognitive schema for solving such problems.

For a long time, research inspired by cognitive load theory has searched for instructional
formats such as worked examples that would reduce extraneous cognitive load. However, in recent years, it was realized that it would be fruitful to search for instructional formats that not only reduce extraneous load, but simultaneously stimulate learners to invest cognitive capacity in processes that are effective for learning (i.e., impose a germane load; Sweller et al., 1998; Paas, Renkl, & Sweller, 2003). Strategies that are known to increase germane cognitive load induced by worked examples are for example increasing variability (Paas & Van Merriënboer, 1994), or contextual interference (Van Merriënboer, Schuurman, De Croock, & Paas, 2002) in the delivery of worked examples during practice.

*Measuring Cognitive Load: Mental Effort and Mental Efficiency*

There are different subjective and objective techniques available for measuring cognitive load (see Paas, Tuovinen, Tabbers, & Van Gerven, 2003). Investment of mental effort is considered to reflect the actual cognitive load allocated to task performance (Paas et al., 2003). Subjective mental effort rating scales, such as the nine-point scale developed by Paas (1992) are easy to use, and subjective measures have been shown to be reliable (Paas et al., 2003; Yeo & Neal, 2004). The nine-point rating scale is also sensitive: It has been shown to detect fluctuations in intrinsic load (Ayres, 2006).

However, many studies inspired by cognitive load theory do not actually measure cognitive load. This is problematic, because two learners may reach similar performance scores, but with very different levels of mental effort invested in the learning phase or in reaching that level of performance in the test phase. In the test phase, cognitive load measures in combination with performance measures will provide more detailed insight into the level of schema acquisition and automation than performance measures alone (Paas & Van Merriënboer, 1993; Yeo & Neal, 2004). Paas and Van Merriënboer (1993) developed a measure of mental efficiency based on standardized performance and mental effort scores on transfer test items, which reflects
the quality of learning (i.e., the extent of schema construction and automation) resulting from a particular instructional condition. Note though, that this measure has often been adapted to one that incorporates effort invested during the learning phase instead of on the test, and that this adapted measure as such is not indicative of the quality of schemata. It can, however, say something about the quality of instruction: If learners studying instructional format A are able to reach similar learning outcomes (as indicated by the original efficiency measure) to those studying format B, but format A requires less effort during learning, than it is more learner-friendly to implement format A in the classroom (see also Paas & Van Gog, 2006).

Increasing germane cognitive load and efficiency: Process-oriented worked examples

Worked examples typically show a problem state, a goal state, and the solution steps that lead from the problem state to the goal state (i.e., the solution procedure). They show how to obtain a product (final solution), but do not express the knowledge involved in the process of problem solving. This is problematic, because knowing a procedure is not enough to understand it, and understanding is necessary for attaining transfer; especially far transfer (Gott, Parker-Hall, Pokorny, Dibble, & Glaser, 1993; Mayer & Wittrock, 1996; Ohlsson & Rees, 1991).

Understanding involves both principled knowledge about objects and events in that domain, the purpose of the steps in a procedure, and the strategic knowledge (i.e., the heuristics and/or a systematic approach to problem solving that is used) used in selecting the steps in a procedure (see Ohlsson & Rees, 1991; Van Gog, Paas, & Van Merriënboer, 2004). Without understanding, procedures tend to contain more errors and are more easily forgotten, and it is very difficult to recognize and flexibly apply the relevant parts of a previously learned procedure for solving novel problems, that is, for transfer (Gott et al., 1993; Ohlsson & Rees, 1991).

It seems that in some cases this lack of principled and strategic knowledge underlying the solution procedure (i.e., the rationale) in typical, product-oriented, worked examples can be
compensated for by students’ self-explanations of the rationale behind the solution steps, which can enhance transfer performance (Atkinson, Renkl, & Merrill, 2003; Chi, Bassok, Lewis, Reimann, & Glaser, 1989). However, it is also known that some students are unable to provide adequate self-explanations (see Chi et al., 1989; Renkl, 1997); especially very early in training students may lack the domain knowledge necessary to do so. It has therefore been argued that in initial training students may benefit from studying process-oriented worked examples that not only show the solution steps, but also expressly state the rationale behind those steps (Van Gog, et al., 2004). Studying those process-oriented worked examples would stimulate learners’ construction and automation of cognitive schemata during training, which would subsequently allow for more efficient transfer performance than studying product-oriented worked examples.

Process-oriented worked examples show some resemblance to worked examples containing instructional explanations, which also convey principled knowledge about the purpose of the steps in a procedure. However, process-oriented worked examples differ in the sense that they not only include principled information, but also strategic information (heuristics and systematic approaches to problem solving). The importance of strategic information becomes more pronounced when tasks have multiple possible solution paths, for which one needs a strategy to narrow the search space and select those operators that are most likely to lead to a solution.

Instructional explanations have mainly been studied as an alternative for self-explanations, however, many studies failed to find positive effects on learning and/or transfer of providing instructional explanations in worked examples (Gerjets, Scheiter, & Catrambone, 2006; Große & Renkl, 2006; Renkl, 2002). Different explanations have been given for the lack of effects of instructional explanations. For example, students may not attend to this information, or as Renkl (2002) proposed, the explanations may not be adapted well enough to the learners’
prior knowledge, they may be poorly timed, or it may simply be an effect of self-generated information being remembered better. Another explanation is suggested by the work of Kieras and Bovair (1984), who suggested that providing users with explanations about the functioning of a device might not be necessary when the device that they have to operate is very simple, because it is easy for users to infer. Possibly this applies to problem categories as well, in which case adding principled information to problems on which the principles are relatively easy to infer may not have a beneficial effect.

Results of a recent experiment on the effects of process-oriented worked examples in the domain of electrical circuits troubleshooting did not show the expected beneficial effects on learning either (Van Gog et al., 2006). In fact, these results suggested lower efficiency of transfer for students who had received a training consisting entirely of process-oriented worked examples than for students who had had a training consisting entirely of product-oriented worked examples. This suggestion is confirmed by a re-analysis of the Van Gog et al. data using Paas and Van Merriënboer’s (1993) efficiency procedure: A planned contrast showed that studying process-oriented worked examples \( (M = -.15, SD = .98) \) resulted in lower efficiency than studying product-oriented worked examples \( (M = .70, SD = 1.05) \), \( t(57) = 2.56, p < .01 \) (one-tailed), \( d = .84 \) (large effect size). The present experiment intends to investigate a possible explanation for this finding, and one that might apply to worked examples providing instructional explanations as well, that is, the occurrence of an “expertise reversal effect” (Kalyuga, Ayres, Chandler, & Sweller, 2003; Kalyuga, Chandler, Tuovinen, & Sweller, 2001; Leahy & Sweller, 2005).

**The Expertise-Reversal Effect**

Studies on the expertise reversal effect show the influence of students’ prior knowledge on the effectiveness of instructional formats. Formats that are effective for learning when
students have little or no prior knowledge may be less effective or ineffective for students with more knowledge, and vice versa. The instructional guidance that fosters learning when no problem schemata are available yet (low prior knowledge) may start to interfere with learning when students have already developed schemata. The available schemata make the guidance redundant, however, redundant information is hard to ignore. So some of the WM capacity is allocated to redundant information already incorporated in schemata, which leads to suboptimal learning processes (Kalyuga et al., 2003). For example, Kalyuga et al. (2001) found that studying (product-oriented) worked examples was effective for students with no prior knowledge, but that the worked-out solution steps were redundant for students with more prior knowledge, who benefited more from solving problems themselves instead of studying worked out solutions. The redundant information contained in the worked examples no longer contributed to learning and could even hamper learning for high prior knowledge students. In other words, the expertise reversal effect indicates that what may reduce extraneous load for a novice learner, may actually increase extraneous load for a more advanced learner. The expertise reversal effect can also occur with formats that induce a germane load for students with more prior knowledge, but impose extraneous load for low prior knowledge students, as the imagination effect shows: Whereas imagining the procedure was effective for learning for students with high prior knowledge, it was ineffective for students with no prior knowledge, who benefited more from studying worked examples (Cooper, Tindall-Ford, Chandler, & Sweller, 2001).

However, not only prior knowledge is important. Because knowledge increases also during the learning phase, it may be the case that instructional formats that are effective in the beginning of this phase, may no longer be effective later on, and in some cases, may even start to hamper learning. This also explains why completion (Van Merriënboer & Krammer, 1990) or fading (Renkl & Atkinson, 2003) strategies, in which students first study fully worked-out
(product-oriented) examples, then complete steps in problems with “blanks”, and finally solve problems without any instructional support, have been found to be more effective than learning by examples only or problem solving only.

This increase in knowledge during the learning phase, may have led to an expertise reversal effect in the Van Gog et al. (2006) experiment: Adding process information to worked examples might initially impose a germane load and lead to higher efficiency, but it may become redundant, impose an extraneous load, and start to hamper learning when training progresses and knowledge increases.

**Aim and Hypotheses of the Present Study**

Although the data of the Van Gog, et al. (2006) experiment suggest an expertise reversal effect, it is not possible to corroborate this hypothesis based on their data. In that study, only one training phase was offered and one test was taken, so there is no way to establish whether the process-oriented worked examples were effective initially but (i.e., learning outcomes were not measured halfway through the training). Moreover, the training for each student consisted of one instructional format only (which varied per condition; i.e., studying only product-oriented worked examples or process-oriented worked examples). To demonstrate that an expertise reversal effect indeed occurs, at least two measures of learning outcomes (halfway through and at the end of the learning phase) are needed and it would be helpful if it could be shown that removing the redundant information would lead to continuing increases in learning. That is, process-oriented worked examples would not only be expected to be more effective in the beginning of the training, but removing the redundant information (i.e., offering product-oriented worked examples) should lead to further enhancement of efficiency.

Hence, in the present experiment a repeated measures design is applied in which participants receive two short training sessions each followed by a transfer test. The first training
session either requires participants to study product-oriented worked examples or process-oriented worked examples, followed by a second training session, in which participants were required to study the same worked example format (i.e., a product-product or process-process sequence) or a different worked example format (i.e., a product-process or process-product sequence).

It is hypothesized that studying process-oriented worked examples would initially lead to higher efficiency on transfer tasks. That is, on the first test the process-process and process-product conditions are expected to have a higher efficiency score than the product-product and product-process conditions (Hypothesis 1). However, once learners have gained understanding of the solution procedure, continuing to offer process information would lead to redundancy and lower efficiency on transfer tasks, whereas removing this information by offering product-oriented worked examples would continue to enhance efficiency. That is, on the second test, the process-process condition would have a lower efficiency than the process-product condition (Hypothesis 2a). In addition, on the second test, efficiency of the process-product condition would be expected to be higher than that of the product-product or product-process conditions (Hypothesis 2b).

Method

Participants

Participants were 82 fifth-year secondary education students (of the highest level of secondary education in The Netherlands) with physics in their curriculum (age $M = 16.10$ years, $SD = .49$; 40 male, 42 female). They received € 7.50 for their participation. They had studied the basics of electrical circuits (component functions, circuit types, Ohm’s and Kirchoff’s laws), but had no experience with applying that knowledge to troubleshooting.

Design
A repeated measures design was used, in which participants studied two series of training worked examples each followed by a series of transfer test problems. The conditions, to which participants were randomly assigned before the experiment, were: Product-product ($n = 21$), process-process ($n = 21$), product-process ($n = 20$), and process-product training sequences ($n = 20$).

Materials

The types of training and test tasks, and the performance and mental effort measures on which the efficiency measure is based are similar to those used by Van Gog et al. (2006).

Prior knowledge questionnaire. A prior knowledge questionnaire, consisting of seven open-ended questions on troubleshooting and parallel circuits principles, was administered, with a maximum total score of 10 points. Examples of items are “What do you know about the total current in parallel circuits?”, “What is probably going on if you do not measure any current in a parallel branch of the circuit?”.

Introduction. An introduction to the TINA Pro software, version 6.0 (TINA = Toolkit for Interactive Network Analysis; DesignSoft, Inc., 2002) was provided on paper, together with an “introduction practice circuit” in TINA on which students could try out the functioning of the program as described in that introduction (how to take measurements, repair components, etc.).

Training examples. The training examples (two series of four) consisted of malfunctioning parallel electrical circuit simulations in TINA for which either a worked-out solution (product-oriented; Figure 1) or a worked-out solution plus process information (process-oriented; Figure 2) was provided. The process-oriented worked examples contain the same steps as the product-oriented worked examples, but additionally contain principled information printed in italics, and an expressly stated systematic problem approach in bold. Four types of faults occurred in the circuits: A resistor could be open, shorted, its value could have changed to a
higher one than indicated in the circuit diagram, or to a lower one than indicated in the diagram. Each training task contained one fault and each type of fault occurred once in each series, but not in a fixed order.

*Test problems.* The test problems (two series of four) consisted of malfunctioning electrical circuit simulations in TINA that participants had to troubleshoot without any further information available. Each series consisted of two near transfer problems and two far transfer problems. The near transfer problems had similar structural, but different surface features than the training tasks, whereas the far transfer problems had dissimilar structural features as well, that is, these contained a different fault or consisted of a different type of circuit. As an example, a near transfer task could be a parallel circuit such as those presented in Figures 1 and 2, with similar faults as in the training examples (resistor open, shorted, or changed in value). A far transfer task could be a mixed circuit (i.e., series and parallel) with a trained fault (resistor open, shorted, or changed in value) or a parallel circuit with a new fault such as a defect voltage source. In each series, one near and one far transfer problem contained one fault, and one near and one far transfer problem contained two faults. The reliability of the transfer tests was .66 (Cronbach’s alpha).

*Efficiency measure.* On pre-printed answer sheets, participants were instructed to write down for each test problem which components were faulty, and to indicate what the fault in the components was by selecting it from a list: The component: a) “is open”, b) “is shorted”, c) “has changed value: from … [given in diagram] to … [calculated based on measurements]”, or d) “I do not know”. They were instructed to fill out the values when they indicated ‘c’. For each correctly diagnosed faulty component 1 point was given and for correct diagnosis of the fault in that component 1 point was given (and in case ‘c’ was indicated, but the values were wrong, ½ point was given). So the maximum mean score over the four test tasks was 3: 2 points could be
obtained for each of the two tasks with one fault, and 4 for each of the two tasks with two faults, this gives a cumulative maximum score of 12 ([2 x 2] + [2 x 4] = 4 + 8 = 12) and a mean maximum score of 3 (12 / 4 = 3).

Participants were instructed to indicate after each training example how much mental effort they invested in studying it, and after each test problem how much mental effort they invested solving it, on a 9-point rating scale (Paas, 1992), ranging from 1 “very, very low effort” to 9 “very, very high effort”.

Participants’ performance (P) and mental effort (E) scores on the transfer tests were standardized, and the mean z-scores were entered into the formula $\frac{P - E}{\sqrt{2}}$ to obtain the efficiency score (Paas & Van Merriënboer, 1993).

*Time-on-task.* In the Teacher-Supervisor module, the TINA Pro software logged the time-on-task.

*Procedure*

The study was run in three sessions. Per session, participants were equally distributed across conditions (session 1: $n = 16$, 4 per condition; session 2: $n = 46$, 12 in conditions 1 and 2, and 11 in conditions 3 and 4; session 3: $n = 20$, 5 per condition). Participants were instructed to fill out the prior knowledge questionnaire first, after which they could familiarize themselves with TINA by reading the introduction and trying functionalities on the “introduction practice circuit”. When all participants had finished the introduction and had no more questions regarding the program, they were allowed to start studying the first series of training examples (either product or process-oriented worked examples). After studying each training example, participants indicated the amount of effort they invested in studying it on the 9-point rating scale.
After the first series of training examples, they completed the first series of test problems, for each problem indicating the faulty component/s and the type of fault/s, as well as the mental effort invested in solving it, on the answer sheets. Then, they studied the second series of training examples (either product or process-oriented worked examples), and completed the second series of test problems in the same way. Participants could work at their own pace, and were allowed to use a calculator when solving the test problems, to ensure that simple computational errors would not affect performance.

Results

Means and standard deviations per condition of prior knowledge, efficiency, and time-on-task, are provided in Table 1 (and those data are also given for the performance and mental effort scores on which the efficiency measure is based). A significance level of .05 is used for the analyses reported here, and Cohen’s $d$ is provided as an estimate of effect size, with $d = .20$ corresponding to a small effect, $d = .50$ to a medium, and $d = .80$ to a large effect (Cohen, 1988).

One participant (male; process-process condition) was excluded from the analyses because he did not fill out 70% of the test answers and mental effort ratings. One participant in the product-product condition did not fill out the prior knowledge questionnaire.

An ANOVA on the prior knowledge scores revealed no significant differences in prior knowledge between the conditions $F (3, 76) < 1, ns$.

In line with our first hypothesis, a t-test showed that efficiency on the first transfer test was higher for students who had studied process-oriented worked examples ($M = .24, SD = 1.05$) than for students who had studied product-oriented worked examples ($M = -.24, SD = 1.04$), $t(79) = 2.07, p < .05$ (one-tailed), $d = .46$. Time-on-task (min.) invested in the first training did not differ significantly between those groups, $t(79) = .054, ns$ (process-oriented worked examples: $M = 3.41, SD = .61$; product-oriented worked examples: $M = 3.40, SD = .62$). Neither
did time-on-task invested in the first test, \( t(79) = .084, \text{ns} \) (process-oriented worked examples: \( M = 4.96, SD = 1.24 \); product-oriented worked examples: \( M = 4.93, SD = 1.46 \)).

Planned contrasts of the efficiency on the second transfer test show that, in line with our hypothesis (2a), the process-product condition had a higher efficiency than the process-process condition, \( t(77) = 1.67, p < .05 \) (one-tailed), \( d = .50 \), and that, contrary to our hypothesis (2b), the process-product condition did not have a significantly higher efficiency on the second test than the product-product and product-process conditions \( t(77) = .727, \text{ns} \). An ANOVA showed that time-on-task (min.) invested in the second training differed significantly between conditions, \( F(3, 77) = 5.517, MSE = .359, p < .01, d = .92 \). A post-hoc Tukey test showed that time-on-task was significantly higher in the product-process condition than in the product-product and process-product conditions (\( p < .05 \)). Time-on-task invested on the second test did not differ significantly between conditions \( F(3, 77) < 1, \text{ns} \).

**Discussion**

Our hypothesis that studying process-oriented worked examples would initially impose a germane cognitive load, resulting in higher efficiency on the first test than studying product-oriented worked examples, was confirmed with a medium effect size. Also in line with our hypothesis, and also a medium-sized effect, was that the process information became redundant, imposing an extraneous load that started to hamper learning: Continuing to study process-oriented worked examples led to lower efficiency on the second test than continuing with product-oriented worked examples. As the analyses show, those results are not likely to be artifacts of differences between groups in prior knowledge or in time-on-task invested in training and the test. These findings are consistent with the expertise reversal effect (Kalyuga et al., 2003). Higher efficiency, that is, equal or higher transfer performance with less investment of effort required to attain that transfer performance was reached by students in the process-oriented
worked examples conditions than by students in the product-oriented worked examples conditions. However, once students had learned the process information, that is, incorporated it into their schemata, it became redundant and continuing to offer this information started to hamper learning.

Contrary to our expectation, however, the efficiency of the process-product condition on the second test was not significantly higher than that of the product-product or product-process conditions. This is rather puzzling. Even though starting with studying product-oriented worked examples leads to lower efficiency on the first test than starting with process-oriented worked examples, students who started with product-oriented worked examples seemed to be able to “close the gap” on the students in the process-product sequence on the second test, whether they studied process-oriented or product-oriented worked examples during the second training phase (though studying process-oriented worked examples during the second training phase when product-oriented worked examples were studied in the first training phase, did require some more time). A possible explanation is that even though process-oriented worked examples led to higher efficiency, that is, higher quality of developed schemata, the product-oriented worked examples enabled students to develop schemata of enough quality to fully benefit from the second training session. Another possible explanation is that students in the process-product sequence should have been able to self-explain the rationale they learned while studying process-oriented worked examples when they received the product-oriented worked examples in which it was absent, but did not do so unsolicited. Had they done so, this might have led to significantly higher efficiency. Future research is necessary to study these possible explanations; it would, for example, be interesting to investigate whether after initial provision of process-oriented worked examples, combining product-oriented worked examples with self-explanation prompts (cf. Atkinson et al., 2003; Renkl, 1997) would be more efficient than providing product-oriented
examples without such prompts. Furthermore, acquiring verbal protocols (Ericsson & Simon, 1993; Van Gog, Paas, Van Merriënboer, & Witte, 2005) in such future studies might shed light on how students actually respond to the different levels of instructional guidance in these different example sequences.

As mentioned in the introduction, process-oriented worked examples show some resemblance to worked examples containing instructional explanations, which also convey principled knowledge about the purpose of the steps in a procedure, but differ in the sense that they emphasize not only domain principled, but also strategic knowledge underlying the selection of solution steps. Nevertheless, the expertise reversal effect explanation put forward here based on the results of Van Gog et al. (2006) combined with those of the present study, might also explain why studies on instructional explanations or elaborations in worked examples often fail to find positive effects on learning and transfer (see e.g., Gerjets et al., 2006; Große & Renkl, 2006; Renkl, 2002). Since those studies did not measure mental effort, or used a dissimilar instrument and procedure for doing so, it is not possible to corroborate this assumption with a reanalysis of those data, but it seems plausible.

As for practical implications, the results of this study should be regarded in perspective with previous findings on the interaction between instructional guidance and knowledge and expertise. As mentioned in the introduction, one of the effective instructional strategies that takes into account increases in knowledge during the learning phase is a completion (Van Merriënboer & Krammer, 1990) or fading (Atkinson et al., 2003; Renkl & Atkinson, 2003) strategy, in which students first study fully worked-out (product-oriented) examples, then complete steps in problems with “blanks”, and finally solve problems without any instructional support. In combination with the present findings, this suggests that an optimal training sequence for novices would likely proceed from studying process-oriented worked examples, studying product-
oriented worked examples (combined with self-explanation prompts), completing problems with increasingly more blanks that learners have to fill in, to solving conventional problems. However, further, and applied, research is needed to establish a solid foundation for the practical use of such training sequences for the acquisition of complex cognitive skills. Another strategy for optimizing instructional guidance in relation to the increasing knowledge levels of learners is adaptive task selection based on measures of performance and mental effort (cf. Corbalan, Kester, & Van Merriënboer, 2006; Kalyuga, 2006; Salden, Paas, & Van Merriënboer, 2006). Process-oriented worked examples can be part of the task databases from which learning tasks are selected and can be used when measures show that learners need very high levels of instructional support (cf. Corbalan et al., 2006).

In sum, this study has shown that process-oriented worked examples can initially foster learning, but start to hamper learning when the process information is known by students and becomes redundant. Future research is necessary to investigate how strategies for delivering sequences of worked examples to learners can be further optimized.
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Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Prior knowledge</td>
<td>5.10</td>
<td>.70</td>
<td>5.20</td>
<td>1.08</td>
</tr>
<tr>
<td>Performance Test 1</td>
<td>1.70</td>
<td>.59</td>
<td>1.75</td>
<td>.47</td>
</tr>
<tr>
<td>Mental effort Test 1</td>
<td>5.30</td>
<td>1.25</td>
<td>4.49</td>
<td>1.56</td>
</tr>
<tr>
<td>Efficiency Test 1</td>
<td>-.17^A</td>
<td>1.22</td>
<td>.34^B</td>
<td>1.02</td>
</tr>
<tr>
<td>Performance Test 2</td>
<td>2.23</td>
<td>.48</td>
<td>1.93</td>
<td>.45</td>
</tr>
<tr>
<td>Mental effort Test 2</td>
<td>4.55</td>
<td>1.70</td>
<td>4.39</td>
<td>1.93</td>
</tr>
<tr>
<td>Efficiency Test 2</td>
<td>.02</td>
<td>.99</td>
<td>-.30^*</td>
<td>1.06</td>
</tr>
<tr>
<td>Time-on-task Training 1</td>
<td>3.35</td>
<td>.50</td>
<td>3.31</td>
<td>.61</td>
</tr>
<tr>
<td>Time-on-task Training 2</td>
<td>1.35</td>
<td>.51</td>
<td>1.51</td>
<td>.56</td>
</tr>
<tr>
<td>Time-on-task Test 1</td>
<td>5.08</td>
<td>1.20</td>
<td>4.99</td>
<td>1.51</td>
</tr>
<tr>
<td>Time-on-task Test 2</td>
<td>2.93</td>
<td>.58</td>
<td>3.04</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Note. Efficiency Test 1: A = product conditions significantly different from B, process conditions; B = significantly different from A.

Efficiency Test 2: * marks significant (p < .05) differences between those conditions.
Figure Captions

Figure 1. A product-oriented worked example. Note for the reader: In the diagram, AM = Ampère measurement point, SW = switch, V = voltage source, R = resistor. In the text, the Multimeter and screwdriver refer to TINA Pro software functionalities for measuring and repairing respectively.

Figure 2. A process-oriented worked example. Note for the reader: In the diagram, AM = Ampère measurement point, SW = switch, V = voltage source, R = resistor. In the text, the Multimeter and screwdriver refer to TINA Pro software functionalities for measuring and repairing respectively.
**Product-Oriented Worked Example**

1. The total current should be: \( I_t = I_1 + I_2 + I_3 + I_4 \)
   or:
   \[
   I_t = \frac{U}{R_1} + \frac{U}{R_2} + \frac{U}{R_3} + \frac{9V}{500\Omega} + \frac{9V}{2k\Omega} + \frac{9V}{500\Omega}
   \]
   \[
   = 9mA + 18mA + 4.5mA + 18mA = 49.5mA
   
   Hence, you should measure:
   AM1 = 9mA   AM2 = 18mA   AM3 = 4.5mA   AM4 = 18mA   AM5 = 49.5mA

2. Go to T&M → Multimeter, and measure the current at AM1, AM2, AM3, AM4 en AM5. You see:
   AM1 = 9mA   AM2 = 18mA   AM3 = 9nA   AM4 = 18mA   AM5 = 45mA

3. The calculation and measurement do not correspond, something is wrong.

4. \( I_3 = 9nA \) → R3 is open.

5. Repair R3 using the screwdriver with the ✓.

6. Go to T&M → Multimeter, and measure the current at AM1, AM2, AM3, AM4 en AM5. You see:
   AM1 = 9mA   AM2 = 18mA   AM3 = 4.5mA   AM4 = 18mA   AM5 = 49.5mA

7. The measures correspond, the circuit now functions correctly.
Process-Oriented Worked Example

1. Using Ohm’s law, determine how this circuit should function.
   In parallel circuits, the total current \( I_t \) equals the sum of the currents in the parallel branches \( (I_1, I_2, \ldots) \).
   Therefore, the total current should be: \( I_t = I_1 + I_2 + \ldots \).
   
   \[
   I_t = \frac{U}{R_1} + \frac{U}{R_2} + \frac{U}{R_3} + \frac{9V}{2k\Omega} + \frac{9V}{500\Omega} + \frac{9V}{500\Omega}
   \]
   \[= 9mA + 18mA + 4.5mA + 18mA = 49.5mA\]

   Hence, you should measure:
   \[
   \begin{align*}
   AM1 &= 9mA \\
   AM2 &= 18mA \\
   AM3 &= 4.5mA \\
   AM4 &= 18mA \\
   AM5 &= 49.5mA
   \end{align*}
   \]

2. Use the Multimeter to measure how the circuit actually functions.
   Go to T&M \( \rightarrow \) Multimeter, and measure the current at AM1, AM2, AM3, AM4 en AM5.
   You see:
   \[
   \begin{align*}
   AM1 &= 9mA \\
   AM2 &= 18mA \\
   AM3 &= 9nA \\
   AM4 &= 18mA \\
   AM5 &= 45mA
   \end{align*}
   \]

3. Compare the outcomes of 1 and 2
   The calculation and measurement do not correspond, something is wrong.

4. Determine which component is faulty and what the fault is
   In case of infinitely low current in a parallel branch, the resistance in that branch is infinitely high, very likely that resistor is open (but possibly it is another component or the wire that’s open), unless there is infinitely low current in the entire circuit, in that case there is an infinitely high resistance somewhere outside the parallel branches, very likely the battery, switch, or wire outside the branches is open.
   There is only infinitely low current in a branch \( (I_3 = 9nA) \), not in the entire circuit, so likely R3 is open.

5. Repair the component
   Repair R3 using the screwdriver with the \( \checkmark \).

6. Measure again, there might be more faults
   Go to T&M \( \rightarrow \) Multimeter, and measure the current at AM1, AM2, AM3, AM4 en AM5. You see:
   \[
   \begin{align*}
   AM1 &= 9mA \\
   AM2 &= 18mA \\
   AM3 &= 4.5mA \\
   AM4 &= 18mA \\
   AM5 &= 49.5mA
   \end{align*}
   \]

7. Do the measures correspond to the calculations at step 1?
   (Yes \( \rightarrow \) problem solved \hspace{1cm} No \( \rightarrow \) Start again at step 4.)
   The measures correspond, the circuit now functions correctly.