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Abstract
The widespread adoption of Learning Analytics (LA) and Educational Data Mining (EDM) has somewhat stagnated recently, and in some prominent cases even been reversed following concerns by governments, stakeholders and civil rights groups. In this ongoing discussion, fears and realities are often indistinguishably mixed up, leading to an atmosphere of uncertainty among potential beneficiaries of Learning Analytics, as well as hesitations among institutional managers who aim to innovate their institution’s learning support by implementing data and analytics with a view on improving student success. In this paper, we try to get to the heart of the matter, by analysing the most common views and the propositions made by the LA community to solve them. We conclude the paper with an eight-point checklist named DELICATE that can be applied by researchers, policy makers and institutional managers to facilitate a trusted implementation of Learning Analytics.

General Terms
Technology enhanced learning, Analytics, Education, Design, Human factors, Legal aspects, Privacy, Ethics

Keywords
Learning analytics, data management, implementation, privacy, ethics

1. Introduction
In 2011, Learning Analytics has been hailed by the Horizon Report [1] as a revolutionary game-changer for teaching and learning. Rapid moves and developments by enthusiasts have, however, slowed down recently due to rising concerns about the impact analytics has on individuals, their identity and integrity, as has already been identified early on by [2]. These second thoughts about Learning Analytics, in our view, originate from and run in parallel to the fears expressed in the wider context of Internet safety, surveillance, and commercial exploitation of data and labour on the Internet.

Since then, vivid academic discussions are taking place on how to provide acceptable approaches for the institutional adoption of Learning Analytics. A number of initiatives have been created to address issues of ethics and privacy in relation to Learning Analytics. At LAK15, the first workshop on Ethics and Privacy in Learning Analytics (EP4LA) has been organised jointly by the EU FP7 project Learning Analytics Community Exchange1 and the SURF SIG Learning Analytics2, who also organised similar events at other conferences in the Netherlands (Utrecht), US, (Washington), and France (Paris).

How pertinent the issue is can be seen in prominent recent examples like the shutting down of inBloom in the US, due to privacy concerns about Learning Analytics and Big Data in education [3] below. In spite of receiving more than $100m of grant funding by the Gates and Carnegie foundations, and despite the potential benefits, the inBloom system was closed down for good in April 2014, after parents and pressure groups expressed sincere concerns about the misuse of data, the repurposing of data for commercial interests, as well as general safety from cyber-attacks. Another, very similar case concerned the Snappet foundation in the Netherlands which provided tablets to some 400 public primary schools with pre-installed apps for maths and language learning. Snappet repurposed the collected usage data and used it to classify and predict individual student success. It also provided schools with information on educational interventions. However, an investigation by the national organisation for the protection of personal data (CBP, College Bescherming Persoonsgegevens) identified the collected datasets as ‘personal data’ that needed to be treated according to the Dutch laws on privacy about individuals. The fact that the data collected affected young children and provided insights into their performance at school has been used by the CBP to classify this data as ‘highly sensitive’ and demanding the highest privacy standards [4] below.

These two cases demonstrate how sensitive the issue of privacy and ethical use of educational data is, particularly when dealing with underage children, but also with older students in further and higher education, and even with adults. They show that ignoring the fears and public perception of the application of analytics, no matter how benevolent the intent, can lead to a lack of acceptance, protests, and even failure of entire Learning Analytics implementations.

Acceptance of technological solutions using data in education depends to a great extent on the data subjects being sufficiently aware of the consequences of using the system, the validity and relevance of the results obtained, and the level of transparency of the data model – e.g., how data are collected, stored, processed and shared (cf. the technology acceptance model [5]). Even before the Snappet case, it has been clear that the inclusion of minors in technological solutions can have severe ethical implications and may need additional action, such as parental consent, to receive backing. A big challenge for Learning Analytics in this respect is the complexity of the data collection and algorithmic analysis processes. The applied technologies are not trivial and it can be rather difficult to provide non-technical educational stakeholders (students, teachers, managers, and external parties like education authorities or parents) with an understanding of how and what
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2 https://www.surfspace.nl/sig/18-learning-analytics/

data are being collected, how they are processed, and how reliable the results of the analysis are.

The above cases, and others, justify a thorough and open discussion about the issues surrounding the safe and transparent use of Learning Analytics in an educational context. To contribute to this wider academic exchange is the aim and objective of this paper. We approach this complex issue primarily from an institutional and policy perspective with a view to provide some guidance for educational managers, decision makers, and data curators for K12, Higher Education, and workplace learning when implementing privacy-conform and ethically agreed solutions for Learning Analytics. To this end, we developed an eight point checklist named DELICATE that can serve as a reflection aid.

In the remaining parts of this paper, we first summarise the current state of the art on ethics and privacy for Learning Analytics. Thereafter, we give a description of ethics, privacy and the state of legal obligations to clean up the substantial overlap in understanding between these concepts, which often leads to confusion when discussing the implications of Learning Analytics. After clarifying the relevant working concepts, we analyse some of the most prominent fears and doubts about Learning Analytics and try to demystify them. Finally, we conclude the paper with the DELICATE checklist that aims to provide a practical means to support educational organisations in becoming trusted Learning Analytics users.

2. Related work
In an empirical expert study, Scheffel et al. [6] identified ‘data privacy’ as the most important aspect for increasing quality and trust in Learning Analytics. This followed an earlier survey among the emerging Learning Analytics community [7], which showed similar opinions, with about two thirds of the surveyed experts believing that Learning Analytics will affect ‘privacy and personal affairs’. Despite the apparent prominence of the issue in public and academic thinking, only few papers have been published in this area to date (e.g., [11][8][10][11][12]), and, even fewer policies or guidelines regarding privacy, legal protection or ethical implications [14][15] were developed and publicised.

While the law relating to personally identifiable information is widely understood, there has been insufficient attention on privacy from a user-centred perspective. What is more, there are no clearly defined best practices for the anonymisation, reuse, storage and security of educational data. Still, the need for an ethical and privacy-wise acceptable data analysis has been widely acknowledged, including by some national authorities. In November 2015, the SURF foundation of the Dutch Universities released a very comprehensive review of the legal state of educational data in the Netherlands that also considers European law and shows ways on how Learning Analytics can take advantage of educational data without affecting the legal rights of individuals. Kennisnet, the Dutch educational IT infrastructure provider, has also set up an initiative and consultation on "privacy by design" in a user-centric approach\(^3\). In previous attempts to organise academic and educational consent in this area, the UK CETIS institute published a consultation paper [16] and the JISC, more recently, developed a code of practice for learning analytics [14].

The user-centric aspect also underlies the most recent paper by [11], which explores the topic from a student vulnerability side using a substantial set of recent literature. Vulnerability is an interesting perspective to take in the management of privacy and ethics. Unfortunately, in their paper it is not explained what these vulnerabilities actually are in the context of Learning Analytics. What are the concrete risks beyond, for example, that students may get targeted advertisements? How do these vulnerabilities balance against others – non-analytic ones (that is, for example, the vulnerability of dropping out of school education)? Furthermore, it is not clear from their elaboration whether the authors see vulnerabilities as part of the "learning contract" or fiduciary duty of the institution. Nevertheless, they quite rightly state that “privacy management goes beyond the traditional binary of opting in or opting out” and go on to propose a framework for learner agency [ibid.] that explores facets of control such as privacy self-management, timing and focus, and contextual integrity. With this, they clearly demand a more pro-active engagement with students and stakeholders to inform and more directly involve them in the ways individual and aggregated data are being managed and used.

In another state-of-the-art approach, Steiner et al. [9] provide a thorough and clearly articulated piece of work in the context of a project called LEA. After analysing previous propositions in depth, they synthesize them into a privacy and data protection framework with eight foundational requirements: (1) data privacy; (2) purpose and data ownership; (3) consent; (4) transparency and trust; (5) access and control; (6) accountability and assessment; (7) data quality; and, (8) data management and security. They conclude that technology and tools developed and used in learning analytics contexts need to be in line with these foundations and see them as fundamental requirements for a proper code of conduct.

3. Ethics, privacy and the current state of legal frameworks
In order to be able to discuss the challenges of ethics and privacy for Learning Analytics, we first need a better understanding of both concepts as well as their relationship towards each other.

Below, we will express our summarised views on what constitutes ethics and what is typically meant when talking about privacy. In short, we can say that ethics is a moral code of norms and conventions that exists in society externally to a person, whereas privacy is an intrinsic part of a person’s identity and integrity. The understanding of what constitutes ethical behaviour varies and fluctuates strongly over time and cultures. Privacy, on the other hand, is first and foremost context bound [16], in that it forms the boundary of one’s person or identity against other entities. Thus, the understanding of privacy can diverge greatly between, e.g., persons living in large one-room family households and people living in large space single-occupancies, even when they belong to the same culture at the same time. Perceived violation of privacy can occur, when the ethical code of the surrounding society conflicts with the personal boundaries. To exemplify this, we can look at the social concept of “divorce", which had different ethical and social implications at different times and places. It may lead to a personal conflict and infringement of privacy when the expectations of the ethical code contradict the personal priorities derived from the situation in the marriage.

Research ethics have become a pressing and hot topic in recent years, first and foremost arising from discussions around codes of conduct in the biomedical sciences such as the human genome (cf. [20][21]), but also, more recently, in the shape of “responsible

\( ^{3} \)https://www.kennisnet.nl/fileadmin/kennisnet/publicatie/Personal iseren in het Leren een Internationale Schets.pdf
research and innovation” (RRI) which is being promoted by the European Commission⁴.

In common language and popular thinking, there exists a substantial overlap between ethics and privacy, which sometimes leads to confusion when discussing the effects of Learning Analytics on either of them. Both concepts have in common that they can be approached from various perspectives, especially sociologically, psychologically, and even philosophically and religiously. They manifest themselves differently in a legalistic context and change over time.

3.1 Ethics

Ethics is the philosophy of moral that involves systematising, defending, and recommending concepts of right and wrong conduct. In that sense, ethics is rather different to privacy. In fact, privacy is a living concept made out of personal boundary negotiations with the surrounding ethical environment.

The first basic written principles for ethical research originated from the Nuremberg trials in 1949, and were used to convict leading Nazi medics for their atrocities during the Second World War [16]. This so-called Nuremberg Code is the first manifest for ethical research. It contains ten internationally recognised principles for the experimentation on humans:

1. Data subjects must be voluntary, well-informed, and consent to their research participation.
2. The experiment should aim at positive results for society.
3. It should be based on previous knowledge that justifies the experiment.
4. The experiment should avoid unnecessary physical and mental suffering.
5. It should not be conducted when there is any reason to believe that it implies a risk of death or disabling injury.
6. The risks of the experiment should be in proportion to (that is, not exceed) the expected humanitarian benefits.
7. Preparations and facilities must be provided that adequately protect the subjects against the experiment’s risks.
8. The staff who conduct or take part in the experiment must be fully trained and scientifically qualified.
9. The human subjects must be free to immediately quit the experiment at any point when they feel physically or mentally unable to go on.
10. Likewise, the medical staff must stop the experiment at any point when they observe that continuation would be dangerous.

The Nuremberg Code stimulated a major initiative in 1964 to promote responsible research on human subjects for biomedical purposes in the Helsinki Declaration [23]. It represents a set of ethical principles developed by the World Medical Association, but it is widely regarded as the cornerstone in ethical human research. The Helsinki Declaration has later been developed into the Belmont Report [24] in 1978 by the US National Commission for the Protection of Human Subjects of Biomedical and Behavioral Science. Both documents build on the basic principles of the Nuremberg Code. Together, they provide the foundation for the modern, ethically agreed conduct of researchers mainly in the medical fields. These are nowadays also taken to apply to technological research and data collection about human subjects. The basic principles can be summarised as:

- Voluntary participation in research;
- Informed consent of the participants, and, with respect to minors, the informed consent of their parents or guardians;
- Experimental results are for the larger good of society;
- Not putting participants in situations where they might be at risk of harm (either physical or psychological) as a result of participation in the research;
- Protected privacy and confidentiality of the information;
- Option to opt-out;

To make it clear what ethical and what unethical research may constitute it is helpful to recall some prominent examples of unethical research from the past. Two infamous cases have been the Milgram experiment at Yale University [25], and the Stanford Prison experiment [26]. Those experiments are in their nature very different to the evaluation of any data tools in the way they caused harm to their participants. The negative impact of those experiments has been very direct and even physical to the participants of the experiments.

This is rather different to the effects that Learning Analytics research has on its research subjects. For the sake of argument, however, one could envisage dividing a class of students into control and experimental groups for A/B testing, and then, providing a positive stimulus to the participants of group A and a negative stimulus to the others. Such an experimental setup could be considered as unethical, as it would disadvantage group B. Harm in such a case would not be physical, but by deprivation of beneficial learning opportunities.

To prevent such negative impact from research and data usage, ethical committees – or IRB as they are called in the US – are charged with ensuring the protection of fundamental rights of all subjects participating in experiments (i.e., humans, but also animals). In most Western universities, nowadays, any human-subject research has to pass the ethical committee, and research ethics has also become part of the training of young scientists. From this, we dare say, that the risk of having unethical research being conducted at a Western university can be considered rather limited.

This being said, with the rise of Big Data and cloud computing new ethical challenges emerged, spurring the call for ethical committees at Big Data companies like facebook. A recent trigger was the Facebook contagion study from 2014 [27], where a team of researchers manipulated the newsfeed of over 650,000 Facebook users without notification or informed consent. The reaction to this manipulation has been massive among the user community and beyond. However, ethics is a volatile human made concept and what we see after the Facebook study, is, that researchers now discuss the pros and cons of the study. Some people argue that the study has indeed been unethical, but, at the same time, contributed new insights into human behaviour [28].

In this context, it remains questionable whether self-regulation of profit-oriented companies via ethical committees would work in practice.

By contrast, as has been indicated in the previous paragraphs, after decade-long debates and risk assessments, the public education and research systems are much more advanced in applied ethics and reflective practice than private enterprises. Still, as the above cases of inBloom and Snappet have shown, the educational domain is extremely sensitive, and, therefore,
universities and also the increasing amount of private companies collaborating within education need to be very careful with using student data for Learning Analytics.

It is important to mention, that ethical approval is typically only required for ‘experiments’. If a system is rolled out directly and becomes part of the operational infrastructure of an institution, ethical approval is not always sought. The rollout of the new system then has to comply with the privacy and data protection laws according to national legislation.

3.2 Privacy

The right to privacy is a basic human right and an established element of the legal systems in developed countries. Already in 1890, Warren & Brandeis [29] wrote an article about “The Right to Privacy”, where they explained that privacy is the “right to be let alone”, and focused on protecting individuals. This right is often debated in the context of the yellow press with regards to royals and celebrities.

The concept of privacy as a right to be let alone was further developed by Westin in 1968 [30] who made it clear that new technologies change the balance of power between privacy and societal technologies. From this, Westin went on to specify privacy as the “right of informational self-determination” and as a vital part for restricting government surveillance in order to protect democratic processes.

According to Westin [ibid.], each individual is continually engaged in a personal adjustment process in which they balance the desire for privacy with the desire for disclosure and interaction with environmental conditions and social norms. Flaherty [31] took the informational self-determination further and claimed that networked computer systems pose a threat to privacy. He first specified 'data protection' as an aspect of privacy, which involves “the collection, use, and dissemination of personal information”. This concept forms the foundation for fair information practices used by governments globally. Flaherty promoted the idea of privacy as information control. Roessler [32] later operationalised the right to privacy across three dimensions: 1. Informational privacy, 2. Decisional privacy, 3. Local privacy. It is important to note that privacy is not the same as anonymity or data security. They are related concepts that have an effect on privacy, but do not represent privacy as such.

Another important aspect of privacy especially in the age of Big Data is Contextual Integrity. Contextual Integrity is a concept that has arisen in recent years to provide guidance on how to respond to conflicts between values and interests, and to provide a systematic setting for understanding privacy Error! Reference source not found.. It is not proposed as a full definition of privacy, but as a framework for evaluating the flow of information between agents (individuals and other entities) with a particular emphasis on explaining why certain patterns of flow provoke public outcry in the name of privacy (and why some do not). Contextual Integrity defines a context specified by roles, activities, norms, and values that interact with one another. The actors in this context are: senders, receivers, subjects and the attributes are data fields.

Contextual Integrity is very much at odds with the Big Data business model that actually aims to collect and integrate as many data sources as possible and gain new insights from those data through overarching mining and analyses. It uses data that has been collected under different pretexts and circumstances. This repurposing of data is totally against the concept of Contextual Integrity as described.

In other works, Hildebrand [33] examines the concept of privacy from a legal perspective and concludes that “privacy concerns the freedom from unreasonable constraints that creates the freedom to reconstruct one’s identity”. Data mining might therefore be seen as impacting the personal development of identity.

3.3 Legal Frameworks

The European position towards Learning Analytics has been expressed in the European Commission’s report: “New Modes of Learning and Teaching in Higher Education” [34]. In recommendation 14, the Commission clearly stated: Member States should ensure that legal frameworks allow higher education institutions to collect and analyse learning data. The full and informed consent of students must be a requirement and the data should only be used for educational purposes”, and, in recommendation 15: “Online platforms should inform users about their privacy and data protection policy in a clear and understandable way. Individuals should always have the choice to anonymise their data.”

They base these recommendations on the EU Data Protection Directive 95/46/EC [35], i.e., the European law on personal data protection, comparable to the OECD’s Fair Information Practice Principles [36]. Both are widely accepted frameworks and are mirrored in the laws of many U.S. states and other nations and international organisations.

Directive 95/46/EC defines personal data as “any information relating to an identified or identifiable natural person (‘Data Subject’); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity.” The Directive is only applicable if automated processing of ‘personal data’ is employed or if it is part of a ‘filing system’ (Article 3). This means, in reverse, that if data is properly anonymised, the EU directive 95/46/EC does not apply. However, experts around the world are adamant that 100% anonymisation is not possible (see Section 4.3 below).

With this Directive, the EC is following the previously mentioned ethical frameworks such as the Nuremberg Code and the Helsinki Declaration by demanding consent, legal compliance, and that research should be beneficial for society. But it also specifies some general obligations in Article 6 such as: Use of personal data need to be:

- processed fairly and lawfully;
- for specified, explicit and legitimate purposes;
- safeguarded from secondary use and further processing;
- adequate, relevant and not excessive;
- accurate and up to date;
- stored no longer than necessary;

It is important to highlight that these principles are equally valid whether or not the data subjects provided full consent to access and use their data.

With Article 6, EU Directive 95/46/EC addresses a very important aspect towards Big Data business models [37] in restricting the use of data for limited purposes only. Big Data business models are driven by the collection and storing of infinite amounts of data without an expiry date and for later re-purposing. Thus, most of

the time, the data is being collected in different contexts, and found later to be of benefit for other information needs. This is diametrically opposed to existing data legislation like the EU Directive 95/46/EC and the concept of Contextual Integrity as explained in the above section on privacy. The reuse of collected data for other (unspecified) purposes is against the information rights of an individual.

The commercial habit of indiscriminate collection and repurposing of data, therefore, strengthened the idea of adding another legal aspect to the EU Directive 95/46/EC which entails the right to be forgotten. This legal concept was put into effect at some occasions in the European Union since 2006. It arose from the desire of individuals to "determine the development of their life in an autonomous way, without being perpetually or periodically stigmatized as a consequence of a specific action performed in the past." [38]. Following the high-profile case of EU vs. Google in 2014, search data can now be removed on request by the user. There are, however, serious challenges connected with the right to removal of personal digital footprints and data shadows – the former being the traces left by users in electronic systems, the latter representing data about an individual left by others (e.g. tagged photos in facebook) [39]. More often than not it is unclear against whom such right can be claimed [ibid.]. Things are being complicated even more as recent national and European legislation works towards data storage for security purposes, as is apparent in the European Data Retention Directive, or, more formally known as Directive 2006/24/EC [40].

Besides the evolution of the legal frameworks that underlie learning analytics, the sector of private education service providers also started initiatives towards self-regulation in a move to appease critics after the inBloom case. Some 187 K12 school service providers in the US have signed a Privacy Pledge⁴ to protect data gained from educational data subjects and especially the school sector. In the UK, the JISC recently published a first draft of a Code of Practice [14] for learning analytics. One of the examples mentioned in the Code is “Ethical use of Student Data for Learning Analytics Policy” which has been established at the Open University UK [15]. The JISC Code of Practice and the Policy by the Open University are good starting points and blueprints for other implementations to follow. In the Netherlands too, the SURF foundation recently released a guiding paper how to treat educational data in a privacy conform way [41].

4. Fears towards Learning Analytics

Researchers and institutions dealing with Learning Analytics are facing up to privacy as a big concern. Many people are not really aware of the legal boundaries and ethical limits to what they can do within the sphere of privacy protection. Institutions, on the one hand, have a fiduciary duty and need to demonstrate care for the well-being and positive development of students, leading them to success in studying [17]. On the other hand, there is widespread fear of negative consequences from the application of learning analytics, such as negative press or loss of reputation and brand value, or even legal liabilities. Despite the enormous promise of learning analytics to innovate and change the educational system, there are hesitations regarding, among other things, the unfair and unjustified discrimination of data subjects; violation of personal privacy rights; unintended and indirect pressure to perform according to artificial indicators; intransparency of the learning analytics systems; loss of control due to advanced intelligent systems that force certain decisions; the impossibility to fully anonymise data; safeguarding access to data; and, the reuse of data for non-intended purposes. This is a non-exhaustive list, but we need to take all concerns seriously if we are to establish proper implementations for learning analytics.

From what was said, one could conclude that privacy and legal rights are a burden which we need to combat in the same “formal arena”, perhaps by amending the laws. Some people already argued for an adjustment of existing privacy rights to the new age of Big Data, like facebook founder Mark Zuckerberg when he famously stated: “Privacy is dead!” [45]. True, privacy got heavily affected by the latest technology developments and the ever rising computer processing power. But, in fact, these basic human rights have been established for very good reasons and we should firstly care to build technologies that support human learning within the existing ethical & legal boundaries, created many years before the Big Data boom, in the Belmont report and Directive 95/46/EC [24][35].

Similarly, we would refrain from solving a weakness in a new learning technology by proposing technical fixes or technological solutions, such as standardisation approaches, e.g. the emerging IMS Caliper specification [cf. also [12]]. Instead, we prefer to see this as a “soft” issue, rooted in human factors, such as angst, scepticism, misunderstandings, and critical concerns. Within this paper, we, therefore, aim to provide some answers to the fog of misunderstandings around privacy and legal obligations dealing with the semantics of the concepts and translating them into clear action points through the suggested DELICATE checklist. We hope to show that ethical and privacy supported Learning Analytics are indeed possible, and we would like to encourage the Learning Analytics community to turn the privacy burden into a privacy quality label.

There are a wide variety of anxieties expressed with regards to the analysis, sharing and exploitation of personal data, including learner records and digital traces. These are not confined to education alone. Rather, such fears are transferred from other environments (commercial, governmental, social) with little differentiation of the respective domain. Compared to these, we’d argue, the institutional environments in education can be considered as relatively safe havens. This is due to the considerate nature of the education system being in charge of young people’s personal development, the long-standing experience and practice of ethical behaviours (including the promotion of such behaviours to the learners), and the public scrutiny and transparency which goes far beyond any other sector. Learners, therefore, should be able to feel in a safe space, where they are allowed to make mistakes without the fear of consequences or unnecessary publicity.

Below, we summarise the most widespread and most critical topics, concerns or arguments against applied Learning Analytics. These have been collected from participants of the earlier mentioned workshop series EP4LA that took place at different locations between October 2014 and March 2015. The organisers received an overwhelming interest from all over the world, which resulted in six international workshops on ethics and privacy with legal and Learning Analytics experts who discussed current regulations and norms for most pressing questions.

⁴ http://studentprivacypledge.org/?page_id=45
⁷ http://www.imsglobal.org/activity/caliperram
4.1 Power-relationship, data/user exploitation

One of the criticisms levelled against analytics and Big Data in general is the asymmetrical power-relationship it entails between the data controller and the data subject [17]. This can lead to a feeling of being powerless and exploited. That this concern reaches wider than Learning Analytics is demonstrated by events like the 2015 summit of the International Society of Information Sciences (#IS4IS) in Vienna, dedicated to “the Information Society at the crossroads” [6]. One key argument in this context is the exploitation of digital labour, as is the case with Facebook – which is widely regarded as the world’s biggest advertising company – monetising user data and contributions for commercial profits [43]. Another criticism is the fact that data models are not neutral, but reflect and reversely influence an “ideal” identity. This means that data subjects are given a (designed) data identity by others, which can cause friction, especially in the context of the global economic and cultural divisions between Western and developing world: “people are operating within structured power relations that they are powerless to contest” [44]. To a smaller extent there is also such an asymmetry in power between Learning Analytics providers and users.

While these concerns are real and serious, things present themselves differently in an institutional learning context. Naturally, there has always been an asymmetrical relationship between the institution, the teacher, and the learner. However, the benevolent fiduciary mission and walled garden of education should install confidence and trust also in the use of digital assets and data. Nevertheless, challenges here are the increased openness of teaching tools, using cloud services and social networks, as well as the pressures to commercialise and commodify education [45].

4.2 Data ownership

At present, there is no clear regulation for data ownership of any party, i.e. neither the student, the university or a third party provider. Data ownership is a very difficult legal concept. It is assumed, that the digital footprints someone leaves behind belong to the data subject, i.e. the users themselves, as long as it isn’t specified differently in the terms of service of the provider of the digital system. An additional factor is that the data subject cannot manage all those tons of data breadcrumbs on a daily basis. Thus, data subjects are in need of having service providers take care of the data storage and management. But, according to EU Data Protection Directive 95/46/EC article 12, the data subject always has the right to know about all the information that has been collected about them. Just recently, a law student from Austria brought down the so-called Safe Harbour data transfer agreement between the European Union and the United States used by more than 4,000 companies, including Google, Facebook, and IBM 8. He won a law suit that took more than two years and forced Facebook and other Big Data providers to keep all data collected from a data subject in the same country and provide an overview of this data to the users 9.

Data ownership becomes even more complex, however, when we consider the processing of data. If there is a computational model developed from a collection of data traces in a system, do the data subjects then perhaps have some information rights on this data model? Can a student still opt-out of such a data model that is being generated around their data traces? In search for answers, data ownership remains a very complicated issue that is mainly dominated by the technical power the developers and service providers offer to the data subjects. There are visions to change this power relationship by enabling individuals to carry and curate their own datasets through “personal data stores”. This idea parallels earlier such user-centric solutions, like openID for generic authentication across the web. It could fundamentally turn the whole data movement in education around if it were to become real. One such attempt has already been initiated with the MIT’s openPDS 11, which “allows users to collect, store, and give fine-grained access to their data all while protecting their privacy”.

4.3 Anonymity & data security

According to PricewaterhouseCoopers 12, on average, around 117,339 attempts of information heists were made per day in 2014. These statistics reveal the severity of the problem of data security. Such attacks bring even big players like Apple, Sony, or Microsoft into trouble and they suffer from not being able to protect their online systems in an adequate way. Cyber-attacks are perhaps an even greater threat for universities and smaller educational providers who have fewer resources to establish and maintain appropriate data security measures. Naturally, this then becomes an issue for the protection of student and staff learning analytics data.

Anonymisation is often seen as the “easy way out” of data protection obligations. Institutions use various methods of de-identification to distance data from real identities and allow analysis to proceed [46]. Most of the time, though, data controllers consider replacing identifiers as sufficient to make data anonymous. But many studies have shown that this kind of anonymisation can, at best, be considered as pseudonymisation [47]. Anonymised data can rather easily be de-anonymised when they are merged with other information sources. Famous approaches include de-anonymisation of medical datasets: names of patients were not included but demographic information that could be linked to electoral registers allowed the retrieval of names and contact information for the medical records [48]. Among those relatively easy approaches are also more computational ones as presented in [49][50]. They showed how Netflix users could be re-identified from the dataset of a Netflix competition by combining it with data from the movie platform IMDB. Those and other examples show that robust anonymisation is hardly achievable with the increase of computational methods, data integration and calculation power. Some residual risk of identification has to be taken into account for educational data and Learning Analytics. Data security and encryption, therefore, has a vital role to play in the acceptance of such systems and combined security strategies, including anonymisation, can go a long way to protect individual privacy from illegal access.

As a further measure to make data less sensitive over time and to protect privacy, data degradation has been suggested whereby a timestamp is introduced when data should be deleted in order to prevent further use [51]. This approach lets data decay over time
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12 http://www.pwc.com/gx/en/consulting-services/information-security-survey/key-findings.jhtml
and in that way protects privacy and informational self-determination of data subjects.

4.4 Privacy and Data Identity
It can be argued that our (external) identity is made up by the sum of our actions and appearances. Arora [44] critically contrasts the two notions of system identity versus social identity, the latter encapsulating who we are in our social environment, while the former represents the collected digital data. This has become even more sensitive with the collection of personal biometrical information. Logging, tracking and storing individuals online, therefore, can be considered an intrusion into our identity and a violation of our perceived selves, i.e. the information produced by our actions and appearances – exploited for other purposes by third parties without consent or even knowledge. Profiling actions by companies and governments have been under fire for some time. Their impact on the formation and declaration of a person’s own identity, the democratic society, and civic self-determination have been highlighted by some scholars (e.g. [52][33]). Repurposing and fragmentation of personal digital identities isn’t the only criticism raised in the context of personal integrity, but the fact that individuals are typecast into data identities not of their own choosing and measured against benchmarks, indicators, or algorithmic stereotypes that are out of their control [44]. What is more, if one doesn’t fit into a data model, it is often applied on a probabilistic basis [52].

Here again, the special relationship in education can ease the problem. Students are in a “learning contract” with the institution or training provider they sign up with. For the duration of this relationship, the teacher and institution need to be trusted to act responsibly and in the favour of its clients. This is unlike the ambiguous commercial relationship that for-profit enterprises have towards their investors and shareholders versus customers.

4.5 Transparency and trust
It is often said that lack of transparency can cause unease and concern with data subjects. However, it is rarely defined how this transparency should manifest itself. Commercial providers like Google keep their algorithms secret, and, yet, as long as results are relevant and in line with users’ expectations, there is trust in the service, despite it being a black box. On the other hand, Google Takeout, which allows insight and export of the user dataset from all Google services, is of no great use to ordinary end users, as they are unable to understand or re-use that data. Here then, again, we see the asymmetrical power relationship: while transparency of the user leads to commodification of their data, the reverse isn’t true for large companies.

The Korean-born German philosopher Byung-Chul Han [53] states that transparency turns social systems of trust into control systems because information is readily available. Learning Analytics is perceived as making learners/teachers transparent and open for criticism, while keeping the system itself opaque and out of scrutiny. There is widespread anxiety in the education community that data and information retrieved from data subjects may be used against “outliers”, and, thus, leads to more conformity and uniformity [2]. As such, analytics is perceived by some as an engine for controlling and correcting behaviours.

The issue in education can best be tackled by being clear and open about the purpose of data collection and the compliance with the existing legal frameworks. A code of conduct can clarify to the stakeholders and data subjects what the intentions for analytics are, how long data is being kept, and what internal procedures are available to contest negative consequences. As an additional measure, the focus of analytics should be put on self-reflection rather than prediction or justification. Playing analytics results back to the data subject and letting them decide for themselves, whether to ask for pedagogic support and intervention or not, puts the learner in control, something that is anyway desirable as an educational outcome.

5. Conclusions
In order to use educational data for Learning Analytics in an acceptable and compliant way, and to overcome the fears connected to data aggregation and processing, policies and guidelines need to be developed that protect the data from abuse and ensure treatment in a trustful way.

The development and implementation of Learning Analytics could benefit from the application of a value-sensitive design approach as specified by Friedman in 1997 [52]. Value-sensitive design is the idea that ethical agreements and existing privacy law need to be embedded where and when it is relevant for the design and usage of a system like Learning Analytics – starting early on in the design and implementation process, and close to where the technology is being rolled out.

We need to see data protection not as a mere legal requirement, but should embed the care about privacy deeply into Learning Analytics tools and increase the trust of data subjects in these systems. Privacy should not been seen as a burden but rather as a valuable service we can offer to build trusting relations with our stakeholders. To build this kind of relationship, a high degree of openness, combined with reassuring explanations referencing relevant legislation like the EU Directive 95/46/EC are needed. Therefore, the “contract” between learners and their educational providers needs to be reviewed and adjusted to reach this level of trust in order to have the backing to release the full potential of Learning Analytics.

To support this new “learner contract” as the basis for a trusted implementation of Learning Analytics, we developed the eight point DELICATE checklist. The checklist is derived from the intensive studying of the legal texts mentioned above and several round-table talks of experts, e.g. at the six EP4LA workshops. It has been put into its final shape by the LACE project and in close cooperation with its associated partners across Europe.

The DELICATE checklist contains eight action points that should be considered by managers and decision makers planning the implementation of Learning Analytics solutions either from their own institution or from any external provider. The eight points are: 1. Determination, 2. Explain, 3. Legitimate, 4. Involve, 5. Consent, 6. Anonymise, 7. Technical aspects, 8. External partners. Figure 1 below shows the full overview of the checklist and all its relevant sub questions.

We hope that the DELICATE checklist will be a helpful instrument for any educational institution to demystify the ethics and privacy discussions around Learning Analytics. As we have tried to show in the article, there are ways to design and provide privacy conform Learning Analytics that can benefit all stakeholders and keep control with the users themselves and within the established trusted relationship between them and the institution.

In conclusion, we believe that Learning Analytics projects should follow a value-sensitive design process, which allows considering ethical and privacy values on the same level as functional requirements. Thereby, the aforementioned ethical considerations are not seen as an unfortunate constraint, but help to develop a system that achieves its aims not only in a technical but also in an
ethical and humane manner. At the same time, we request that the
education sector as a whole and institutions in particular need to get better in distinguishing themselves from commercial profit-oriented enterprises and advertise their mission of care and support for individuals to revive trust in the system.

The eight-point DELICATE checklist represents the most compact approach for educational managers and policy makers to enter the development towards a data-driven educational institution. Working along the DELICATE checklist will involve all key stakeholders of the Learning Analytics process and enables a trusted environment to deploy Learning Analytics.
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